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ABSTRACT 
Now a day’s healthcare organization faces major 
challenges in the provision of cost, quality of services, 
patient’s life decision, and detection of any diseases at 
early stages. These days many hospital generate huge 
amount of patient’s data for many diseases, which play 
a key role for the treatment of diseases and get 
recovered from its.  In this paper we present the survey 
for the health diseases diagnosis using evolutionary and 
other classification algorithm. 
 
Keywords: - Evolutionary algorithm, Decision Tree, 
Neural Network, Feed Forward Back Propagation, 
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INTRODUCTION 
Used of computerization which generate huge amount 
of data for almost every field such as education, 
medical science, social service, marketing, business, e-
commerce and sports etc., medical science is one of the 
very important for us because its directly related to 
human life. In this field computerized data for medical 
field is very-2 important for the treatment for any 
patients diseases. There are various diseases such as 
cancer, heart diseases, diabetes etc.  
 
The heart disease is the leading cause of death 
worldwide and the diagnosis is a complicated task that 
requires both experience and knowledge [1]. Medical 
datasets contain a wealth of hidden information that can 
be important in making decision. Data mining is a 
knowledge discovery process to analyze data and 
extract useful information for effective decision-
making. Data mining can be a useful tool in healthcare.  
 
 
 

 
Multi-objective evolutionary algorithm (MOEAs), also 
known as multi-objective optimization algorithms 
(MOOAs), is the process of simultaneously optimizing 
two or more conflicting objectives subject to certain 
constraints; they are a population based search.  
 
Neural networks are an approach to computing that 
involves developing mathematical structures with the 
ability to learn. The methods are the result of academic 
investigations to model nervous system learning [5]. 
Neural network is a types of classifier which is a 
classified the data value on the basis of pattern 
matching,  and produce the results on the basis of their 
matched pattern of input data. A trained neural network 
can be thought of as an "expert" in the category of 
information it has been given to analyze [3]. 

 Figure 1:  Basic algorithm for inducing a decision 
tree from training tuples. 
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The rest of this paper is organized as follows in section 
II we discuss about the dataset. In section III we discuss 
about the rich literature survey for the various diseases 
diagnosis using data mining and optimization 
techniques. In section IV we present a problem 
statement. In section V we discuss about the previous 
comparative study for the various techniques and 
authors. In section VI we shows a future scope for this 
research work, And finally In section VII we conclude 
the about our paper which is based on the whole 
literature survey journey also discuss the future scope. 
 
II DESCRIPTION OF DATASET 
In this section we discuss about the dataset which we 
used for the diseases detection in the field of health 
care. There are all these dataset types will be fetched 
from the UCI machine learning repository for the 
research purpose.  In future we implement the diseases 
detection and improve the accuracy and other 
performance evaluation parameter with the help of all 
these dataset using data mining, optimization 
techniques. 
 
Cancer Dataset 
This breast cancer domain was obtained from the 
University Medical Centre, Institute of Oncology, 
Ljubljana, Yugoslavia [16]. This data set includes 201 
instances of one class and 85 instances of another class.  
The instances are described by 9 attributes, some of 
which are linear and some are nominal. They include 
attributes are class, age, menopause, tumor-size,  inv-
nodes, node-caps, dag-malig, breast, breast quad and 
irradiat. 
 
Heart Dataset 
This database contains 13 attributes (which have been 
extracted from a larger set of 75.  

 
Table 1: Description of heart Dataset attributes. 

III RELATED WORK 
In this section we discuss the about rich literature 
survey for the Intrusion detection techniques based on 
the various research paper which are highly cited from 
various reputed organization such as IEEE transactions, 
Elsevier, Springer and other international journal 
research papers. In the next section we also discuss the 
survey in the tabular format. 
 
There are various authors who used the diseases 
diagnosis using various clustering and classification 
algorithm, some author also used evolutionary 
algorithm to find the accurate accuracy and other 
parameters which are related to patients for the any 
diseases.  In our base papers author used a types of 
neural network classifier i.e. feed forward back 
propagation neural network with the optimization 
methods i.e. particle of swarm optimization and find the 
better accuracy than other existing techniques such as 
other classification techniques for example decision 
tree, association rule etc.  
 
 

 
Figure 2: Ten leading causes of death in the world 
over the past decade [1]. 
 
IV PROBLEM STATEMENT 
For the purpose of medical disease data classification 
various machine learning algorithm are applied, such as 
clustering, classification, and regression. Two of the 
most critical and well generalized problems of medical 
data are its new evolved feature and concept-drift. Since 
a medical data is a fast and continuous event, it is 
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assumed to have infinite length. Therefore, it is difficult 
to store and use all the historical data for training. 
Sometimes the field also suffer from the less accuracy 
due to generated from various classifier which is not 
provide good results however we can enhance the result 
accuracy using some optimization methods also. 
 
V COMPARATIVE STUDY 
In this section we discuss the comparative study for the 
data mining and machine learning techniques using in 
the medical diseases diagnosis in medical science. In 
the previous paper medical diseases diagnosis author 
improve the accuracy or detection rate using particle 
swarm optimization and feed forward back propagation 
neural network. Some author earlier also used data 
mining techniques for the detection of diseases at early 
stage and save the life of patients.  
 

 
 
Table 2: Comparative result analysis using different 
techniques [1]. 
 

 
 
Figure 3: Compartive result graph for previous 
author work in the base paper. 
 
VI RESEARCH SCOPE 
Data mining and machine learning technique gives well 
know classifier for medical disease data classification. 
In cluster oriented ensemble classifier is suffered from a 
selection of optimal number of cluster for ensemble. 
The selection of optimal number of cluster improves the 
performance of cluster oriented ensemble classifier for 
medical disease data classification. Machine learning 
play big role in pattern recognition and network 
security. The recognition of pattern faced the series of 
training process. The training process of classification 
technique generates the accuracy performance of 
classifier and method of pattern recognition. The 
optimality of cluster is selected by heuristic function. 
For this process we may also use some optimization 
technique. By using this optimization technique we 
maintain the selection process of clustering technique 
and noise removal of boundary base class. Noise 
reduction and selection of optimal number of cluster in 
ensemble classifier used features sub set selection 
process using optimization technique. We also 
introduce a new feature sub set selection method for 
finding similarity matrix for clustering without 
alteration of classifier.  
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VII CONCLUSION AND FUTURE WORK 
For the purpose of medical disease data classification 
various algorithm are applied such as machine learning, 
evolutionary algorithm, neural network and 
optimization techniques etc. The creation and selection 
of optimal number of cluster improves the performance 
of an algorithm for the medical disease data 
classification. Some optimization method discussed 
here and we plan to implement in future for the health 
care diagnosis such as some Evolutionary methods, 
swarm intelligence methods with classification 
techniques and compare some traditional classification 
methods for the medical science domain. 
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