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Abstract 
In this paper we proposed a new model which is based 
on the classification methods such as support vector 
machine, neural network and optimization methods for 
the improving the classifier results in the terms of some 
performance parameters such as accuracy, precision, 
recall etc., here we measure the all performance 
parameters for the various dataset such as heart patients, 
liver patients and cancer patients and improve the rate 
of classification or results with compare than other 
existing techniques. In this paper our experimental 
results shows that the better detection rate of 
classification for performance parameters than other 
existing techniques. 
 
Keywords: - Support vector machines, Particle swarm 
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Introduction 
The mining of healthcare database is very critical issue. 
The healthcare data stored the information about 
medical diseases and patient’s information. For the 
estimation of patients and disease used some intelligent 
software for the predication of disease [4]. The 
prediction of disease and medicine is fundamental issue 
in health care environment. For the extraction of better 
information used data mining technique for the 
healthcare system.  
 
Heart disease prediction and classification is major 
issue in current lifestyle and diagnosis system. For the 
prediction and classification used various classification 
algorithm are used such as support vector machine, 
neural network and other technique [1]. 
 
 

 
Data mining is the most common methods used by 
researchers for diagnosis and monitoring of various 
disease are classification and clustering methods [13]. 
Basically its provide the various classification and 
clustering methods for the grouping of data into known 
and unknown class on the basis of pattern extracting or 
relevant extraction of information from the patients 
diagnosis using dataset [8].  
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Figure 1: Process of knowledge extraction using data 
mining. 
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Support vector Machine is a classifier which is used to 
improve the results or classification ratio for the various 
number of application, there is also some other 
classifier such as decision tree, KNN and bay’s 
classifier [10]. Support vector machine classifiers 
classify the data into hyper-plane the main aim of this 
classifier to reduce the margin between those planes. 
The margin is basically create the separation between 
more than one class in a support vector machine. 
 
The rest of this paper is organized as follows. In next 
section II we discuss about the Research motivation, In 
section III we discuss about the proposed methods and 
architecture for the health care diagnosis system using 
classification and swarm intelligence techniques. In 
section next we define the dataset which is used for the 
experimental process. In next section we discuss about 
the comparative study of medical diseases diagnosis 
system techniques with their empirical results. Finally 
in next section we conclude the complete research 
work.  
 
II Research Motivation 
From the past years there is medical science interesting 
domain for researcher, due to large number of 
population are affected from its. In our country most of 
the peoples are not able to get medical treatment on 
time at everywhere, or most of the peoples suffer from 
the various types of diseases but not getting any 
prevention to recover from diseases [11]. To cover large 
number of peoples we need rich infrastructure such as 
large number of hospitals, medical lab, equipment, 
diagnostic tools, machinery, huge memory to stored 
large number of information, available data everywhere 
at each time. There are also the tools and techniques for 
the medical diseases diagnosis are play very vital role in 
this sector [3]. There is various techniques such as data 
mining tools which further classified the data in the 
supervised and unsupervised manner, some 
evolutionary techniques such as genetic algorithm 
mostly used for the big data analytics, neural network 
classifier, support vector machine, decision tree 
classifier, rule based classifier and some swarm 
intelligence family methods for the optimization such as 
ant colony optimization, particle swarm optimization 
and honey bee classification [5]. 
 
III Proposed Method  
In this section we proposed the new model for the 
health care system to compute some performance 
parameters such as accuracy using classification and 
optimization techniques. Here we improve the 
efficiency rate in the terms of accuracy for the proposed 
system compare than existing system which is provide 
better results in the medical science domain. 

 
Figure 2: Classification and optimization model for 
the diseases. 
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Model Description 
There are some steps we have to follow to implement 
this system are following:- 
 
Step 1- begin the process of medical diseases diagnosis 
classification and optimization model.  
Step 2- after the start of model working we upload the 
UCI dataset..  
Step 3- after the successfully upload of the dataset we 
apply pre-processing and cluster creation process for 
the respective dataset. 
Step 4- Apply the classification and optimization 
techniques for the selected dataset. 
Step 5- after the successful creation of cluster we apply 
some classification techniques and optimization 
methods. 
Step 6- after the each techniques we getting some 
performance parameter values for the each dataset. 
Step 7- Select the best optimal features. 
Step 8- if the getting performance parameter value is 
not optimal then repeat step 4 to step 7. 
Step 9- if the getting performance parameter value is 
optimal we used it. 
Step 10- finally we stop the complete model for the 
experimental simulation process. 
 
IV Dataset 
In this section we discuss about the dataset which we 
used for the diseases detection in the field of health 
care. There are all these dataset types will be fetched 
from the UCI machine learning repository for the 
research purpose.  In future we implement the diseases 
detection and improve the accuracy and other 
performance evaluation parameter with the help of all 
these dataset using data mining, optimization 
techniques, the used dataset is here Heart dataset, liver 
dataset and Cancer dataset. 
 
V Experimental Result Analysis 
In this section, experimental process of we show that 
the comparative result analysis study for the Health care 
sector with disease diagnosis of various dataset such as 
Heart, Liver, Cancer etc. are performed. This process of 
disease diagnosis of various dataset is done by using 
Three methods that are support vector machine, the 
base paper method and Proposed method. For the 
evaluation of performance parameter we used Matlab 
software for the authenticity and effectiveness of 
results. 
 
Precision: measures the proportion of predicted 
positives/negatives which are actually positive/negative. 
 
Recall: It is the proportion of actual positives/negatives 
which are predicted positive/negative. 

Accuracy: It is the proportion of the total number of 
prediction that was correct or it is the percentage of 
correctly classified instances. 
 
 
Dataset 
name 

Method 
 

Accuracy 
in ( % ) 

Precision 
in ( % ) 

 
 
 
 

Heart 
 

 
SVM 

78.23 75.49 

 
OLD METHOD 

80.25 77.24 

 
PROPOSED 

93.59 87.47 

  
Table 1: Show that the comparative result analysis 
studies for the Heart dataset with using existing and 
proposed method. 
 

 
 
Figure 3: This windows show that the result of Old 
method with accuracy in the experimental process 
using Heart dataset. 
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Figure 4: Show that the comparative result analysis 
for the Heart disease diagnosis using various 
classification and optimization techniques, our 
empirical result study shows that better accuracy 
than existing methods. 
 

 
 
Figure 5: Show that the comparative result analysis 
for the Liver disease diagnosis using various 
classification and optimization techniques, our 
empirical result study shows that better accuracy 
than existing methods. 
 
VI Conclusions and future work 
To provide good and on time healthcare services is the 
primary goal of any government or any agencies, the 
process of diseases diagnosis is the challenging area for 
the medical science. In this paper we focus on pattern 
extraction and pattern analysis of healthcare data 

environment using classifier, support vector machines 
and optimization techniques. The diversity of medical 
diagnosis of disease data are increase day to day and 
very challenging task to store and used in a large 
amount of data, in future we can also used some big 
data analytics for the healthcare system to enhance the 
results more and more. 
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